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Abstract
Mobile ad hoc networks have very attractive intrinsic

qualities. However they will be adopted only if they are
able to support applications with QoS requirements. They
should provide a route providing the QoS requested by a
flow. The OLSR routing protocol can be extended for that
purpose. OLSR relies on multipoint relay (MPR) selection
that has an important effect on the routing protocol’s per-
formances. Indeed, the overhead generated by the OLSR
protocol and more particularly the flooding efficiency de-
pend on MPR selection. Moreover, MPRs are used as inter-
mediate nodes in the routes. The analysis of MPR selection
presented in this paper, gives quantitative results and also
takes QoS support into account. Simulations on large and
dense networks show that our analysis is highly accurate.

1. Introduction

Mobile ad hoc networks have shown to be increasingly
interesting due to their intrinsic qualities such as user mo-
bility, environment adaptability,. . . Because of the limited
radio range, they are generally multihop. Therefore, rout-
ing protocol is required in order to achieve communications
between users in ad hoc networks.

The OLSR routing protocol [1] has been standardized
at IETF. OLSR is based on the MPR (Multipoint Relay)
concept to offer an efficient flooding technique and to build
shortest routes. However, ad hoc networks should support
application with QoS requirements such as multicast appli-
cations, VoIP,. . . The MPR selection according to native
OLSR is unable to build routes satisfying a given QoS re-
quest, because it only allows to build the shortest routes
which do not take into account any other route metrics like
available bandwidth, delay,. . . ). That is why, the MPR se-
lection should be modified to provide QoS support as done
in [3]. Whereas there are already existing analysis of MPR
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selection, in this paper, we extend the MPR selection analy-
sis to take into account QoS support. We then present quan-
titative results obtained by simulations and compare them
with our analytical results.

The paper is organized as follows. In section 2, we re-
call the main principles of the OLSR protocol, detailing
the MPR selection. We also present analytical results con-
cerning MPR selection in related works. In section 3, we
first define the QoS MPR selection algorithm. We then es-
tablish new analytical results for this QoS MPR selection
and compare them with the MPR selection. These results
are validated by simulations on large and dense networks.
In section 4, we focus on the flooding optimization using
MPR retransmissions and compare it with a flooding tech-
nique based on QoS MPR retranmissions. We compare the
number of retransmissions of a flooded message using both
techniques. We notice that MPR flooding offers a better op-
timization than QoS MPR. Finally, we conclude this paper
in section 5.

2. Related work

In this section, we present the context of our work. First,
we describe the OLSR routing protocol in ad hoc networks.
The main part of this protocol is a flooding mechanism
based on Multipoint Relay (MPR) retransmissions. We then
present some existing works on MPR performance analysis
in term of flooding efficiency and overhead consideration.

2.1. The OLSR protocol

OLSR (Optimized Link State Routing) [1] is an opti-
mization of a pure link state routing protocol. It is based
on the concept of multipoint relays (MPRs). First, using
multipoint relays reduces the size of the control messages:
rather than declaring all its links to all nodes in the network,
a node declares only the set of links with its neighbors that
have selected it as “multipoint relay”. The use of MPRs
also minimizes flooding of control traffic. Indeed only mul-
tipoint relays forward control messages. This technique sig-
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nificantly reduces the number of retransmissions of broad-
cast control messages [2]. The two main OLSR functional-
ities, Neighbor Discovery and Topology Dissemination, are
now detailed.

2.2. OLSR main functionalities

2.2.1 Neighborhood discovery

To detect its neighbors with which it has a direct link, each
node periodically broadcasts Hello messages, containing
the list of neighbors known to the node and their link status
(symmetric, asymmetric, multipoint relay or lost). The
Hello messages are received by all one-hop neighbors, but
are not forwarded. They are broadcast once per refreshing
period “Hello interval”. Thus, Hello messages enable
each node to discover its one-hop neighbors, as well as
its two-hop neighbors. On the basis of this information,
each node independently selects its own set of multipoint
relays (MPR) among its one-hop neighbors such that the
multipoint relays cover (in terms of radio range) all two-hop
neighbors.

• MPR selection algorithm: It proceeds in three steps:

1. A node Ni first selects as MPRs all its neighbors that
are the only neighbors of a two-hop node from Ni.

2. It then selects as MPR a neighbor that has the largest
count of uncovered two-hop nodes. This step is re-
peated until all two-hop nodes are covered.

3. Finally, any MPR node Nj such that the MPR set ex-
cluding Nj covers all two-hop nodes is discarded.

(a) Step 1. (b) Step 2.

(c) Step 3.

Figure 1. Selection of MPRs by node N

Figure 1 illustrates the different steps of the MPR selec-
tion algorithm run by node N . In the first step, node N
selects node 1 as its MPR, because it is the only neighbor
able to reach node a. In step 2, node N successively selects
node 2 because it covers two uncovered nodes and has the
highest degree, then node 3 to cover node e and finally node
4 to cover node f . In step 3, node N removes node 2. Its
MPRs are nodes 1, 3 and 4.

The MPR set is computed whenever a change in the one-
hop or two-hop neighborhood is detected. In addition, each
node M maintains its “MPR selector set”. This set contains
the nodes that have selected M as an MPR.

2.2.2 Topology dissemination

Each node of the network maintains topological informa-
tion about the network obtained by means of TC (Topology
Control) messages. Each node M selected as a multipoint
relay broadcasts a TC message at least every “TC interval”.
The TC message originated from node M declares the set
of nodes having selected M as MPR. The TC messages
are flooded to all nodes in the network and take advantage
of MPRs to reduce the number of retransmissions. To
optimize flooding, the OLSR forwarding rule is used:

• OLSR Forwarding rule: Any node Ni forwards a
broadcast message only if it is received for the first time
from a node having selected Ni as MPR.

Thus, a node is reachable either directly or via its MPRs.
The neighbor information and the topology information are
refreshed periodically, and they enable each node to com-
pute the routes to all known destinations. These routes are
computed with Dijkstra’s shortest path algorithm. Hence,
they are optimal as concerns the number of hops.

2.3. MPR analysis

Several existing analysis have been done on MPR se-
lection and MPR flooding performances. In [8], the au-
thors have shown that the number of MPR selected per
node is in O(n

1
3 ) in a 2-dimension network domain, with

n the network density (or average number of neighbors per
node). They also show that the number of retransmissions
of a flooded message using MPR flooding technique is in
O(T × n−

2
3 ), with T the total number of nodes in the net-

work. In [9], the authors have provided a lower and super
bounds of the number of MPR selected per node in function
of the network density. They also gave analytical results
on the performance of MPR flooding in term of reliabil-
ity. However, at this time we are not aware of any analytical
work on MPR selection with consideration to quality of ser-
vice issue. This paper aims to give an analytical results on
MPR selection based on a specific metric for a QoS pur-
pose such as bandwidth, delay,. . . . We name it QoS MPR
selection. These results are then validated by simulations
on large and dense networks and are compared with MPR
selection.
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3. MPR selection analysis

In this section, we present our analysis of MPR selec-
tion. First, we consider a particular MPR type called QoS
MPR that are nodes selected as MPR for quality of service
purpose (i.e. selection based on bandwidth, delay or other
criterion). Then, we consider flooding performance in term
of overhead for routing protocols that use MPR flooding
technique such as OLSR, OSPF-MPR [4].

3.1. QoS MPR selection

In order to compute routes that satisfy a specific QoS de-
mand, each node must have a knowledge of the partial QoS
topology of the network (i.e. partial topology enhanced
with QoS information on the nodes). This QoS topology
is required by QoS routing protocols designed for ad hoc
networks such as QOLSR [6] and [7]. In these routing
protocols, each node must then compute its QoS MPR set
and must flood them to the entire network. The idea of
QoS MPR selection is to extract from the one-hop neighbor
set a subset of nodes that have the best QoS metric. The
condition is that each two-hop neighbor must be covered by
at least one selected one-hop neighbor having the best QoS
metric. The QoS MPR selection algorithm is presented
in [5] and can be described as follows.

• QoS MPR selection algorithm:

1. Sort all one-hop neighbors in decreasing order of QoS
metric (ex.: available bandwidth, inverse of delay,. . . ).

2. Consider each one-hop neighbor in that order: this
neighbor is selected as QoS MPR iff it covers at least
one two-hop neighbor that has not yet been covered by
all the previous QoS MPRs.

3. Mark all neighbors of the selected node as covered.
Repeat step 2 until all two-hop neighbors are covered.

3.2. QoS MPR modeling

We can state the following properties for the QoS MPR
selection algorithm.

Property 1 For a 1-dimension network domain, the av-
erage number of neighbors selected as QoS MPR is in
O(log(n)), with n the average network density.

Proof: We prove this property based on the follow-
ing remark. The QoS MPR selection process can be
seen as the arrival process of pre-sorted nodes. Let be
{N1, N2, . . . , Nn} the set of N ’s one-hop neighbors sorted
by decreasing order of QoS value. In the ith step, node Ni

is selected as QoS MPR iff its distance to node N is greater
than this of any previous node Nj with j < i; so that Ni can
cover more nodes in the two-hop area. Therefore, the prob-
ability of a new node to be selected as QoS MPR by node
N is 2−m where m is the number of nodes already selected
as QoS MPR. If dn is the infinitesimal quantity of node ar-
riving in N ’s one-hop neighborhood in the sorted order, and
dm is the number of nodes among those neighbors that will
be selected as QoS MPR, we have: dm = 1

2m dn.
Thus, the total number of nodes selected as QoS MPR is

m = O(log(n)) where n is the average number of one-hop
neighbors.

Property 2 For a 2-dimension network domain, the av-
erage number of neighbors selected as QoS MPR is in
O(n1/3log(n)), with n the average network density.

Proof: Let us consider a node N selecting its QoS MPR
set. We proceed in two steps:

• First, we focus on the minimal set of QoS MPRs (de-
noted S1) that must cover all two-hop neighbors. Thus,
they are located on the circle centered on N with radius
equal to N ’s coverage range. We deduce that the num-
ber of nodes in this set is in the order of O(n1/3) as
shown in [8].

• Secondly, we are now interested in other neighbors
selected as QoS MPRs strictly inside this border (de-
noted S2). The selection process of these nodes is done
according to the decreasing order of their QoS values.
In other words, a new node is selected as QoS MPR (it
joins S2) iff it has the best QoS value among neighbors
not yet chosen as QoS MPR and it must cover one or
more two-hop neighbors still uncovered by S2.

In order to compute S2’s size, we consider the sector
formed by two segments NNi and NNi+1 on the disk of N
(centered on N and having as radius N ’s coverage range).
Nodes Ni and Ni+1 are in S1 (i.e. on the border) and im-
mediately next to each other. The angle (NNi, NNi+1) is
denoted α. We have α = O(n−1/3) becoming small when
n increases.

The process of QoS MPR selection in the sector can be
seen as the arrival process of neighbors within this sector,
following the decreasing order of QoS value of neighbors.
In this order, a new node is selected as QoS MPR iff it
covers one or more two-hop neighbors still uncovered by
the previously arrived nodes. As all nodes are assumed to
have the same coverage range, this new node covers more
two-hop neighbors if its distance to node N is greater than
all the distances from the previously arrived nodes to N .
When the α angle becomes small enough, we can apply
the property 1 to this sector and deduce the number of
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QoS MPR selected in this sector to be O(log(n)). With
O(n1/3) the number of sectors in the disk of N , we obtain
the desired result.

Property 3 For any network configuration with average
density n, if the average number of MPR (resp. QoS MPR)
selected per node is in O(f(n)) and limn→∞

f(n)
n = 0, the

following properties can be stated:

1. The total number of nodes chosen as MPR (resp. QoS
MPR) (by at least one neighbor) is T × (1− e−cf(n)),
with T the total number of nodes in the network and c a
constant. We denote this quantity M (resp. MQoS) for
total number of MPR (resp. QoS MPR) in the network.

2. The average number of MPR selectors (resp. QoS
MPR selectors) per MPR (resp. QoS MPR) is also in
O(f(n)).

Proof: We proceed in two steps. In the first step,
let O(f(n)) = cf(n) be the average number of QoS
MPR selected by a given node. Therefore, the prob-
ability that a node is chosen as QoS MPR by a given
neighbor is cf(n)

n . Given the fact that each node se-
lects its QoS MPR set independently of other nodes,
we deduce that the probability that a node is not cho-
sen as QoS MPR by any node of its neighbors is
(

1 − cf(n)
n

)n

=

(

(

1 − cf(n)
n

)
n

cf(n)

)cf(n)

= e−cf(n),

with limx→0(1 − x)
1
x = 1

e . Thus, the total number of
nodes in the network that are chosen as QoS MPR by at
least one neighbor node is T × (1 − e−cf(n)).

In the second step, let IMS the number of QoS MPR
selector instances in the network (i.e. the sum of the size of
QoS MPR selector set at each node). Let IM the number of
QoS MPR instances in the network (i.e. the sum of the size
of the QoS MPR set at each node). We have IMS = IM

because everytime a node selects a neighbor as QoS MPR,
it automatically becomes a QoS MPR selector of this node.
Having IM

T = cf(n), we deduce that the average number
of QoS MPR selectors per QoS MPR is:

IMS

T×(1−e−cf(n))
= IM

T × (1 − e−cf(n))−1 ≈

cf(n)(1 + e−cf(n)) ≈ cf(n), with limn→+∞

f(n)
ef(n) = 0.

Lemma 1 From the above property, the average number of
QoS MPR selectors per QoS MPR is in O(n1/3log(n)).

3.3. Model validation

We now validate our analytical results by simulations on
large and dense networks. For each simulation, the network

is made of nodes randomly located with a uniform distribu-
tion on a 2-dimension area. The QoS metric at each node
is also attributed randomly and with a uniform distribution.
The simulations are repeated for different densities of the
network (different average numbers of neighbors per node).
No MAC layer is used, and the network suffers no control
packet loss. Therefore, all nodes instantaneously and ac-
curately acquire neighborhood information. Each node in
the network computes its QoS-MPR set based on the QoS-
MPR selection algorithm provided earlier in this paper. We
compute the average values (size of QoS MPR set, size of
QoS MPR selector set,. . . ) on all nodes in the network. For
a network-wide broadcast message, we assume that there is
no transmission collision, thus no packet loss. All nodes
in the neighborhood of a transmitter receive a copy of the
message. These nodes will then decide to retransmit or
not that message according to the QoS-MPR retransmission
rule. We count the number of retransmissions in the whole
network. The simulator code is available at [10].
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Figure 2. Average number of QoS MPR, QoS
MPR selectors

Figure 2 shows the average number of QoS MPR selec-
tors and MPR selectors for different networks densities in a
network of 10000 nodes. This figure shows that for a large
and dense network, the number of QoS MPR selected per
node is almost the same as the number of QoS MPR selec-
tors per QoS MPR. The trend of these curves is also shown
to be O(n1/3log(n)).

Figure 3 shows the total number of QoS MPRs in the net-
work, comparing simulation results and analytical results
(with the constant c = 0.15). The network is made of 10000
nodes and the density varies from 10 to 2000 neighbors per
node. We see that the simulations confirm the trend ob-
tained by analysis of the number of QoS MPRs in the whole
network.
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4. MPR flooding analysis

In this section, we compare the techniques of MPR
flooding and QoS MPR flooding in term of overhead. In
other words, we compute the number of retransmissions per
flooded message with both techniques.

4.1. MPR flooding vs QoS MPR flooding

We first describe the QoS MPR forwarding rule that
is used by the QoS MPR flooding technique. We then
analyze the flooding performance of QoS MPR flooding
with regard to the MPR flooding technique used by OLSR.

• QoS MPR forwarding rule: For each flooded
message received by a QoS MPR node, the message is
forwarded (broadcast) iff it has been received for the first
time from a QoS MPR selector of this QoS MPR node.

We can notice that the QoS MPR forwarding rule is the
same as the MPR forwarding rule when the QoS MPRs are
substituted by MPRs.

Property 4 In a network made of T nodes and of density
n, the number of retransmissions of a flooded message us-
ing the QoS MPR flooding technique is lower bounded by
O(T × n−2/3logn).

Proof: Each transmission of a flooded message covers
all nodes in a disk of radius equal to the radio range. The
flooded message will be retransmitted by the QoS MPR
nodes of the sender if it is received for the first time from
an QoS MPR selector. In order to cover all the network
area, we need at least T

n disks. For each disk, there are
O(n1/3log(n)) QoS MPRs that receive the message for the

first time. Then they will retransmit it. Thus, the number
of retransmissions of a flooded message by means of QoS
MPRs is higher than O(T × n−2/3logn).
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Figure 4. Number of retransmissions per
flooded message

Figure 4 shows the average number of retransmissions
per flooded message using QoS MPR flooding technique.
We run the simulations on a network made of 1000 nodes
with density varying from 10 to 200 neigbors per node.
The simulations confirm the results obtained by analytical
model for highly dense networks (more than 100 neighbors
per node).
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Figure 5. Number of retransmissions per
flooded message: QoS MPR flooding vs.
MPR flooding

In [8], the authors indicate that when using MPR flood-
ing technique, a flooded message is retransmitted O(T ×
n−2/3) times in the whole network, with T the total num-
ber of nodes and n the network density. Figure 5 compares,
by simulations, the number of retransmissions per flooded
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message using QoS MPR flooding and MPR flooding tech-
niques. The network is made of 1000 nodes with density
varrying from 10 to 200 neigbors per node. The simulation
shows that QoS MPR flooding generates more retransmis-
sions per flooded message than MPR flooding (by a factor
of logn).

The flooding performances highlight the benefits
brought by MPR flooding instead of QoS MPR flooding.
This conclusion implies that the network will need both
MPRs and QoS MPRs in order to support QoS and to of-
fer optimized flooding.

4.2. Topology dissemination modeling

We are now interested in the topology dissemination
locally perceived by each node of the network, i.e. the
number of TC messages each node must retransmit accord-
ing to the MPR (or QoS MPR) flooding technique.

Property 5 With the MPR (resp. QoS MPR) flooding tech-
nique, the number of retranmissions of TC messages per
node is equal to the number of retransmissions of each TC
message in the whole network.

Proof: Let us consider a TC message flooded in the
network. This TC message is retransmitted r times with
r = O(T × n−2/3logn) in case of QoS MPRs and
r = O(T × n−2/3) in case of MPR. During each TC
period, each MPR (resp. QoS MPR) generates a TC
message. Thus, there are r × M (resp. r × MQoS) TC
messages in the whole network. As each MPR (resp.
QoS MPR) retransmits only once a TC message if it is
received for the first time, the number of TC messages
retransmitted by an MPR (resp. QoS MPR) is (r × M)/M
(resp. (r × MQoS)/MQoS).

This result implies that if a node in the network locally
monitors the number of TC messages it retransmits during a
TC interval; it can then deduce how far (in term of number
of retransmissions) each single TC message is forwarded.
The node can deduce the diameter of its network using this
local information.

5. Conclusion

In this paper, we have computed the complexity of the
selection of QoS MPRs, i.e., multipoint relays selected ac-
cording to a QoS metric as for instance the available band-
width, the delay, the loss rate, the residual energy. We have
shown that the average number of neighbors selected as
QoS MPRs is in O(n1/3logn), with n the average num-
ber of neighbors per node. This result is corroborated by
simulations in very large and dense networks (up to 10 000
nodes with densities up to 2000).

It has been shown in [8] that the average number of
neighbors selected as MPRs is in O(n1/3). Our result
shows that the number of QoS MPRs is higher than the
number of MPRs by a factor of logn. Hence, we recom-
mend to use:

• MPRs to optimize network flooding and,

• QoS MPRs to build routes meeting QoS constraints.

This has been done in the QoS support [3] we have de-
signed and implemented on a real platform. This QoS sup-
port conciliates an optimized network flooding and an inter-
ference aware QoS routing.
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